INSTALLING EARTHWORM/GLOWWORM

Few initial Glowworm installations are done all at once. Installation is normally a progressive job starting with signal acquisition modules, progressing with event triggering and storage modules, and finishing with the Glowworm expansion modules.  Usually the system is started numerous times to assure proper configuration of each module before additional modules are initialized. Initial setup relies on manually editing configuration files (Earthworm and some Glowworm) as well as utilizing a graphical user interface for some modules. Farmiliarity with operating command shell programs in Microsoft Windows environment is required. Knowledge of and permission to carry out common system administration tasks is also required.

3.1 Summary of installation tasks

1. Download software from Earthworm software distribution host(see Getting the software below)

2. Obtain adequate computer to run system (see below)
3. Patch operating system to latest available releases and optionally Install anti-virus software.
4. Install expansion boards and configure
5. Install and configure core Earthworm modules 
6. Install and configure Glowworm expansion modules 

3.2 Downloading the software

· The core Earthworm software distribution is available via FTP: ftp://ghtftp.cr.usgs.gov/pub/OUTGOING/earthworm 

· A tar of the Earthworm Web documentation is available via FTP: ftp:// ghtftp.cr.usgs.gov/pub/OUTGOING/earthworm/ew-doc-web.tar.Z
· The Glowworm distribution is available from: 
ftp://ghtftp.cr.usgs.gov/pub/OUTGOING/earthworm/contributed_software/Volcano/vbInstall.exe

Note: Earthworm releases are numbered according to the scheme V.R-P where V refers to the version, R the release and P the patch number. Patches are distributed as a separate file which must be downloaded separately. The release at this writing is V6.1-2. 

3.3 Computer Hardware requirements
Earthworm has been developed under a selective pressure favoring speed and reliability. Where possible the developers have used low-level operating system services rather than high-level commercial libraries. A side effect of this is that Earthworm is fairly economical in terms of hardware requirements. The development of the Glowworm suite of modules emphasized graphic displays, ease of coding, and rapid development. These differing objectives resulted in code that is considerably less efficient and more demanding of system resources while offering rapid development cycles and a graphical user interface. Experience has shown that the automatic Earthworm system can run acceptably well on a modest computer while Glowworm has higher hardware requirements. The suggestions presented in this section are for Glowworm installations. 

3.3.1 A/D & Mux system

The analog acquisition system utilizes the National Instruments PCI-MIO-16E-4 A/D (recently renamed to PCI-6040E) and, optionally, the National Instruments AMUX-64T multiplexor (http://www.ni.com). Up to 16 analog signals can be connected directly to the A/D card utilizing the National Instruments SCB-68 connection block. Each AMUX-64T can handle up to 64 analog channels and four such multiplexors can be combined for a total of 256 channels per A/D card. At least one analog input must be a time signal in IRIG-E format. 

3.3.2 CPU:

Most of Earthworm in its current form runs on both Intel and Sun Sparc-based computers. The analog acquisition module (adsend) runs only under Microsoft Windows (NT or 2000) using Intel or compatible CPU’s . EW/GW is not particularly CPU intensive when the normal suite of modules is enabled although the details will vary depending on a number of factors. Acquisition by itself, whether digital or analog, is quite stingy of CPU resources. Inclusion of real time processing modules increases the requirements considerably as does the use of the Glowworm modules.


Suggested  minimum: Dual 1.4 GHz P4 or Single 2 GHz P4
3.3.3 Memory: 

EW/GW is not particularly memory intensive, nor does it demand ultra-fast RAM chips to function acceptably. As RAM prices have fallen memory has become a minor proportion of the acquisition price of computer systems. There is no economic reason to have small memory configurations in EW systems. There is also no compelling reason to have very large memory banks either unless the system will concurrently be taking on other memory-intensive tasks such as offline seismic analysis (generally contraindicated but occasionally necessary). 


Suggested configuration: 256 – 512 Megabytes of RAM
3.3.4 Disk Storage

Estimating hard drive requirements hinges on two basic considerations: needed disk space and I/O bandwidth. Needed disk space is directly related to the rate of data influx from all sources as well as the needs for online trace storage and the archiving and offline storage procedures in use. I/O sufficiency refers not only to data transfer rates of the disks themselves but the ability of the disk sub-system to handle multiple I/O requests while servicing other system demands as well. Experience has shown that some disk subsystems while having apparently adequate specifications rely too heavily on system resources for servicing I/O requests to be useful in heavily loaded machines. 

Other considerations relating to hard disk storage needs:

· Glowworm systems often integrate more types of monitoring data (tilt, AFM, GPS, etc) than do Earthworm systems.
· Glowworm systems often calculate, display, and store more types of seismic information (RSAM, SSAM, continuous record) than do regular Earthworm systems
· Volcano monitoring networks often have fewer data channels than large regional or national seismic networks. Some Glowworm systems are also responsible for handling regional networks as well.
· Online trace storage places considerable demands on disk capacity. Wave tanks (see Wave Server for details) characteristics are configurable but average 50 meg per day per channel for standard analog data.

· Adequate disk space has to be provided to hold such events until they are moved to off-line media. 
Suggested configuration: Minimum of 3 Ultrawide-Fast SCSI-2 disks
3.3.5 Archiving system (see also archiver in Glowworm section)

It is beyond the scope of this document to discuss in detail schemes for data management at any given institution. It is recommended that you have one that is sufficient for the daily data flux of your system, that someone be responsible for operating and maintaining it, and that archived material be duplicated and stored offsite. Our experience is that the last recommendation though rarely followed is critical to success in maintaining data integrity. 

For hardware the three most common types of device in use to archive Earthworm/Glowworm data are (in no particular order): 

· CD-R
Pros – file based, quick access, moderate to low cost per Gb, worldwide availability, inexpensive drives (@ 100 USD), non-magnetic, non-volatile media

Cons – small data volumes (650 Mb), physically fragile, generally requires operator for backup

· Tape drives particularly 4mm DAT
Pros – Convenient for unattended backups, large (20-80 Gb) capacity, low cost per Gb of storage

Cons – Short media lifespan (~10 years), magnetic media may be corrupted by ambient magnetic field, limited availability, low I/O throughput on backup and restore, expensive drives (~600-800 USD) possibility of “orphaning” as new formats/hw are introduced.

· DVD-R drives
Pros – generally similar to CD-R’s, somewhat more expensive drives and media but declining, medium data volumes (5-10 Gb)

Cons- similar to CD-R’s but less available in developing countries, initial hardware investment is higher than CD-R

3.4
Patching the Operating System / Anti Virus software

EW/GW is certified to run properly on Microsoft Windows NT (Build 1381 SP>6a) and Windows 2000 Professional (SR2 or higher).  As of this writing it has not been extensively tested for function under Windows XP but preliminary testing suggests XP is acceptable. Nearly all the core Earthworm modules are also certified to run under the Sun Solaris (V 2.6 or higher) operating system utilizing either Intel or Sun SPARC processors. A number of acquisition modules for broad band seismometers only run under Solaris while analog acquisition (adsend) and the Glowworm modules are restricted to the Microsoft Windows operating system.

The Earthworm was developed from the start take advantage of network connections to share data, distribute analytical load, and permit centralized archiving of data.  Consequently Earthworm systems commonly operate in heterogeneous, open network environments and may be vulnerable to a variety of malicious intrusions or attacks. Additionally  Earthworm systems may be pressed into service to accomplish tasks other than their normal data acquisition and analysis role. Such use greatly increases the probability of these systems becoming infected by computer viruses or adverse interactions between user software and the Earthworm system. For these reasons it is strongly recommended that your Earthworm systems be kept up to date with security fixes and operating patches. It is further recommended that host institutions invest in and maintain modern anti-virus software. 

3.5 Installing Analog to Digital Conversion Board


Earthworm utilizes the National Instruments NI PCI-6040E analog-to- digtal converter for analog signal acquistion. Installation of the board and the necessary device driver and support software is given in ( URL, attached appendix). National Instruments suggests the following procedure:

1. Install the NiDAQ software distribution without the A/D card installed

2. Shutdown machine and install NI PCI-6040E card

3. Restart the machine

4. Test card for function using the NI configuration and test software

5. Configure A/D card 

The card should be configured as follows:

· Non-referenced single ended

· Analog input set to +/- 10V peak to peak

· Accessory as appropriate (AMUX-64T, SCB-68)

For further details the user is referred to the installation manual for the NI PCI-6040E (attached as appendix “?” to this report)

3.6 Connecting Signal leads to boards


The NI PCI-6040E has 16 analog inputs. If an institution has 16 or less channels of data (including one IRIG-E time code) the National Instruments shielded connection block (SCB-68) can be utilized. If more than 16 channels of data are needed a multiplexor (AMUX-64T) is required. Under some conditions additional signal processing boards such as those available from the USGS (cite) or VLF Designs are advisable. 

3.7 Installing Core Earthworm Modules


The Earthworm development team has produced two major variants of Earthworm, an automatic or “real-time” version and an interactive version which adds to the core a database management system and associated web interface programs. This manual does not cover the installation or use of the interactive variant. For further information on interactive Earthworm see http://gldbrick.cr.usgs.gov. 


Earthworm installation tasks can be divided into those emphasizing system administration skills, and those emphasizing seismological expertise. System administration tasks include establishing communication links, installation and configuration of computer hardware, establishing network connections, and most of the software and operating system configuration.


Seismological tasks include determining the desired processing functions, establishing agreed-upon data exchanges, and configuration of the core processing modules. The list of such modules is growing, but currently consists of the P-phase picker ("pick_ew"), the event associator ("bind_ew"), the STA/LTA trigger ("carlstatrig" and "carlsubtrig"), and hypoinverse. In particular, configuring the hypoinverse magnitude calculation parameters has proven to be a significant seismological task.


In outline the steps for installing the core Earthworm modules are:

1. Select the modules to install

2. Create station lists

3. Create a software/ring diagram

4. Load the Earthworm release

5. Customize the Earthworm environment

6. Configure and start core modules 

7. Configure and start additional modules as desired.

8. Debugging the initial installation

3.7.1 Selecting the Earthworm modules to install 


The main body of documentation is available on the web (http://gldbrick.cr.usgs.gov/ew-doc), and additional features are being continuously developed. New processing modules are initially documented in the release notes and subsequently integrated into the documentation set at the above web site. However, for planning purposes, the core suite of modules in Earthworm currently offers the following general features: 

· Analog data acquisition: (NT/Win2000 only) 12  bit A/D conversion, up to 256 channels per NT machine, any number of such machines per system. Note that the adsend module currently is the only method for getting the IRIG-E clock signal into the system. 

Module: adsend
· Digital acquisition: Currently, most commercial digital data systems are supported although some may not be available on all the operating systems supported by the rest of Earthworm. All data streams, whether analog or digital, can be processed in the same manner once they are successfully acquired by an Earthworm system. 

Modules: various 
· Auto Location: Automatic P-picking, event association, and hypo-inverse solutions. 

Modules: pick_ew, binder_ew, eq*(various), hyp2000*, arc2trig
· Auto Notification: Selective event notification via e-mail. 

· STA/LTA Events: Traditional STA/LTA coincidence event generation. 

Modules: carls*trig
· Event Archiving: Events can be archived in various existing formats, including PC-SUDS, SAC, AH, SEISAN, and UW2. Other archive formats will be integrated as required. 

Module:trig2disk
· Error Processing: email notification of system malfunctions status and malfunctions. 

Module: vhMailman
· On-line Trace Data Storage: all acquired trace data can be made available via an IP server for a configurable time period, ranging from hours to weeks. 

Module:waveserverV
· Distributed systems: Any number of Earthworm systems can be linked via IP communication links. The extent of such linkages is configurable. Possible configurations include a 'master' central site and any number of remote nodes operating as one integrated system, as well as limited, negotiated linkages between two sovereign central systems. 

Modules: various
· Multi-machine configurations: Any number of networked NT or Solaris computers can be combined to run one Earthworm system. 

Modules: various
· Data Exchange: Any type of internal data can be exchanged in real time with other Earthworm systems. This exchange mechanism has proved to be quite reliable, and has performed well in numerous applications. It requires a communications link capable of physically interfacing to a computer's Ethernet adapter and capable of carrying IP messages on specified ports. It functions over the public Internet as well as private dedicated links. 

Modules: various Import/Export pairs
3.7.2 PRODUCE A NETWORK STATION LIST 


Unfortunately Earthworm (and Glowworm) has no centralized mechanism to store and provide station information to all the modules that need it. Consequently as various modules which need station information are installed the administrator will in some cases need to create new station files or add station information to various module setup files. Adding new stations to a running Earthworm/Glowworm system requires that multiple files be modified to include the new station information. 


Earthworm uses the IRIS “Station, Component, Network” (SCN) channel naming conventions to uniquely identify each data component (see http://www.iris.washington.edu/manuals/SEED_appA.htm  for further info on this convention).  Established networks may have a network identifier already assigned to them. If not the network adminitrator should request an IRIS-sanctioned network identifier from Tim Ahern, IRIS DMC, Seattle Washington (tim@iris.washington.edu). This two-letter code is used throughout the system as part of the trace data naming convention. A unique network identifier is required whenever data exchange with other Earthworm systems is contemplated.


Each new Earthworm system should have a unique installation ID assigned to them from the Earthworm central support team. In practice this installation ID only becomes important when data are being shared among cooperating systems. In these cases the installation ID is critical to determining the provenance of a given message when it is received at the import end. Stand-alone systems need not have a unique ID. It is of considerable benefit to the Earthworm development group to know where new systems are going in and to what use they are being put however and system administrators are urged to request an new ID from Barbara Bogaert (bogaert@usgs.gov). 

3.7.3 CREATE THE EARTHWORM SOFTWARE DIAGRAMS 


For planning purposes it is useful to create software diagrams showing modules, message rings, and message paths. 


Notes on Ring diagrams

· Binary names 

· Final names 

· IP addresses/ ports

· Data paths including network ports and paths for data storage to disk.    
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3.7.4 LOAD THE EARTHWORM SOFTWARE 


The Earthworm release is available in several different formats depending on the intended platform target and the desired files. Microsoft includes native support for the zip format in Windows 2000 and XP. Users operating under Windows NT will need to acquire a separate package to open the Earthworm release. One such utility in common use is Winzip, available from http://www.winzip.com. 

The Earthworm Directory Structure: 

The Earthworm software can be installed under any directory on any logical disk but we recommend the root directory be something simple and self-docmenting (e.g. d:\earthworm). Unzipping the Earthworm distribution into the earthworm root directory (herein c:\earthworm) automatically produces a directory tree as follows:

D:\earthworm


^-----v6.2 (version dependent)



^-----bin



^-----environment



^-----include



^-----lib



^-----ora_instance_install



^-----src



^-----web_sample

where:


\bin contains all the executables for this version, as obtained from the distribution, or by local compilation. 

\environment contains examples of global environment variables required for Earthworm function as well as platform-specific scripts to set environment variables. Some of these must be moved to the \params directory. 

\include contains the include files for compiling Earthworm. Primarily of interest to developers and those interested in the internal plumbing of the system. 

\ora_instance_install contains the install scripts for the Oracle parts of the interactive Earthworm system. See the readme file in this directory and http://gldbrick.cr.usgs.gov/DBMS/OverviewV61.htm  for further details.The contents of this directory can be removed if only the automatic earthworm architecture is being used. 

\src This extensive directory contains a group of subdirectories which contain source code for each of the modules in the Earthworm package. The first level of subdirs under \src are arranged by function. Underneath that level each module has its own subdirectory.

\web_sample contains subdirectories with example configurations for the web server portion of the interactive Earthworm system.  See http://gldbrick.cr.usgs.gov/DBMS/OverviewV61.htm  for further details. The contents of this directory are not needed and can be removed if only the automatic earthworm architecture is being used. 

In addition the system administrator must create a run-time directory structure to hold the parameters for each instance (definition) of earthworm.  This run-time directory can be created anywhere but is traditionally located just below the Earthworm root directory. The usual structure for the runtime directory is:


D:\earthworm

             

^-----run_this_installation
                     

^-----params

                     

^-----log

               



where:

\earthworm is the root of the Earthworm software

\run_this installation is the directory which specifies and contains all data specific to an earthworm configuration. Many such 'run' directories can be stored under /earthworm, each specifying a distinct instance. Note that only one such earthworm instance can be running at any given time on any given machine. 

\params contains the files specifying the configuration and environment for this earthworm instance. 

\log contains all log files generated by this instance. 


  

  

Loading the Software: 

1. Create the root directory for Earthworm (e.g. c:\earthworm). Bring the current Earthworm release from the FTP site into this directory, and unpack it there. 

2. Note that the executable binaries are in separate directories of the ftp site arranged by operating system. The appropriate version of the executables should be placed in the \bin directory (e.g. c:\earthworm\v#.#\bin). 

3. Note that the "src" (\earthworm\v#.#\src) directory of the release contains a subdirectory for each module. Each such directory contains the source and make files, as well as example error processing configuration files (*.desc) and parameter files (*.d). 

  


3.7.5 Customize the Earthworm environment files 

In the \earthworm\v#.#\environment directory are examples of the files needed to configure the Earthworm environment. 

* The earthworm_global.d file contains the list of official installation ID’s as distributed by the Earthworm support group. Barbara Bogaert, USGS Golden, (bogaert@usgs.gov) is responsible for maintaining this file and assigning ID’s for new installations. Local editing of this file is possible, but will prevent the installation from exchanging data with other sites. If your installation is not listed in this file you can add it manually. 

* Edit earthworm.d: This file contains a listing of all the installation specific rings, modules, and messages.  Using your Earthworm software diagram, enter a definition for each Ring Name and Module ID at this installation. The Glowworm requires some custom message types be configured in this file but for starting Earthworm alone they are not needed (see Installing Glowworm below). It is not necessary to add any message types until the Glowworm modules are installed. 

* EW_NT.cmd (and corresponding solaris file)  This file contains the environment variables used by the Earthworm system. These files are platform specific, and currently three versions exist: for NT: "ew_nt.cmd", for Solaris on Sparc: "ew_sol_sparc.cmd", and for Solaris on Intel: "ew_sol_intel.cmd". Recommended practice is that you create files that specify both the platform and node to which the .cmd file applies (for example ew_sol_sparc_central.cmd, ew_nt_remote1.cmd, and ew_nt_remote2.cmd). 

In the applicable .cmd file (normally ew_nt.cmd), edit the following definitions: 


EW_INSTALLATION 
The installation id of this institution, as listed in "earthworm_global.d". 


EW_HOME
 

The location of the earthworm root directory ("/ earthworm"). 


EW_VERSION 

The version of the Earthworm release to be used (eg. V6.1). Several different versions of Earthworm may be available on the system (stored under $EW_HOME\EW_VERSION).  Changing this definition in the .cmd file will allow various versions to be run. 


EW_PARAMS 

Specifies the path to the dirctory from will parameter files will be read (eg. /earthworm/ run_central/params). This will be different for each node. 


EW_LOG 


The location where Earthworm log files will be written. 



TZ



Set TZ=GMT


3.7.6 Configure the core Earthworm modules 


Example configuration files for each module are available in the source tree of the Earthworm distribution (e.g. \earthworm\v#.#\src). Earthworm configuration files have a .d extension and are in Unix line-terminated format. On the Windows platform they can be opened with Wordpad and saved as MS-DOS text files to convert the line endings to Windows format. For each of the desired modules the example configuration file should be copied to the \earthworm\run_instance\params directory and then modified for the current installation.


We have generally found it easiest to configure and start the modules in stages. A generally useful scheme would be along the lines of 

Group 1: startstop, adsend, waveserver

Group 2: carstatrig, carlsubtrig, trig2disk (events)

Group 3: ew2rsam, ew2ssam, trig2disk (continuous)

Group 4: Optional but useful earthworm modules (heli, sgram)

Group 5: Glowworm expansion modules

Group 1

General: Group 1 modules are the heart of the Earthworm system and absolutely must be functioning before attention is given to any other modules. 

STARTSTOP 


Startstop is the overall control module for the system. It is responsible for creating the transport rings, and starting all the modules. This module is system-specific. Therefore, there are system-specific configuration files (startstop_nt.d and startstop_sol.d). An example startstop.d from a working Glowworm system is reproduced below.  Many configuration files are extensively commented. The notes in the gray boxes are supplementary comments for the purposes of this document and will not be found in the configuration files themselves. 
. 
 
#                 Startstop Configuration File for Windows NT

#

#    <nRing> is the number of transport rings to create.

#    <Ring> specifies the name of a ring followed by it's size

#    in kilobytes, eg        Ring    WAVE_RING 1024

#    The maximum size of a ring is 1024 kilobytes.

#    Ring names are listed in file earthworm.d.

#

Notes: This section selects the number of rings, the ring names, and their size. Note that the ring names here must exactly match ring names listed in the Earthworm .d file.

  nRing               5

  Ring   WAVE_RING   1024

  Ring   TRIG_RING   1024

  Ring   SSAM_RING   1024

  Ring   DDR_RING    1024

  Ring   STATUS_RING 1024

#

 MyModuleId       MOD_STARTSTOP  # Module Id for this program

 HeartbeatInt     60             # Heartbeat interval in seconds

 MyPriorityClass  Normal         # For startstop

 LogFile           1             # 1=write a log file to disk, 0=don't, 





   # 2=write to module log but not stderr/stdout

 KillDelay        30             # number of seconds to wait on shutdown

                                 #  for a child process to self-terminate

                                 #  before killing it

 # statmgrDelay

2  # Uncomment to specify the number of seconds





   # to wait after starting statmgr 





   # default is 1 second

Notes: All EW modules must declare MyModuleId which must have an exact match in Earthworm.d. HeartBeatInt is also very common and refers to how often a module will place an “I’m alive” message in a ring. Other modules can monitor these “heartbeats” and take some action if the expected heartbeat does not arrive.
#

#    PriorityClass values:

#       Idle            4

#       Normal          9 foreground, 7 background

#       High            13

#       RealTime        24

#

#    ThreadPriority values:

#       Lowest          PriorityClass - 2

#       BelowNormal     PriorityClass - 1

#       Normal          PriorityClass

#       AboveNormal     PriorityClass + 1

#       Highest         PriorityClass + 2

#       TimeCritical    31 if PriorityClass is RealTime; 15 otherwise

#       Idle            16 if PriorityClass is RealTime; 1 otherwise

#

#    Display can be either NewConsole, NoNewConsole, or MinimizedConsole.

#

#    If the command string required to start a process contains

#    embedded blanks, it must be enclosed in double-quotes.

#    Processes may be disabled by commenting them out.

Notes: Each module to be started requires 4 parameters, Process, PriorityClass, ThreadPriority, and Display to be set.

-The Process parameter is of the form “executable config_file” where executable is the name of the binary to be run and config_file is the name of the configuration file . Multiple instances of the same program can be started but each must have a separate configuration file and unique module ID declared in its configuration file which must match an entry in Earthworm.d.

- The PriorityClass and ThreadPriority refer to how much priority should be given to the module’s needs when system resources are allocated. In practice all modules usually are fine with these params set to Normal except adsend which, by its nature should have both params set to the highest priority.

- Display (Windows only) sets whether the module will open a new console (NewConsole) window for its operation or will direct its informational output to the StartStop window (NoNewConsole). This can be very useful for troubleshooting startup problems. MinimizedConsole is useful after a satisfactory configuration is achieved as it minimizes desktop clutter.

#    To comment out a line, precede the line by #.

#

#

#

 Process          "vhWormManager.exe"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "adsend adsend.d"

 PriorityClass     RealTime

 ThreadPriority    TimeCritical

 Display           NewConsole

#

 Process          "wave_serverV wave_server_public.d"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NewConsole

#

 Process          "ew2rsam ew2rsam.d"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "Rsam Rsam.ini"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "ew2ssam ew2ssam.d"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "Ssam Ssam.ini"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "heli_ewII heli_ewII.d"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NewConsole

#

 Process          "sgram sgram.d"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NewConsole

<other examples snipped for space>

ADSEND


Adsend is the digitizing module for the entire system. It runs only on the Windows platform and is generally the first (second in Glowworm) module to be started by startstop. Among other things Adsend is responsible for controlling the A/D card, formatting and packaging digital data into Earthworm messages, and associating data with SCN designations. 

#

#                    CONFIGURATION FILE FOR ADSEND

#                    -----------------------------

#

#  If there are no mux boards in the system, OnboardChans (16) channels are

#  digitized.  If there are mux boards in the system,

#  (4 * OnboardChans * NumMuxBoards) channels are digitized.

#  The station file must contain an entry for each channel digitized.

#

#

ModuleId         MOD_ADSEND     # Module id of this instance of adsend

OutRing          WAVE_RING      # Transport ring to write waveforms to

HeartbeatInt     60             # Heartbeat interval in seconds

EnableBell       1              # If non-zero, ring the computer bell if time

                                #   code is out of synch or the guide channels

                                #   are not locked on.

#

#

#                        CHANNEL CONFIGURATION

OnboardChans     16             # Number of channels on the DAQ card

NumMuxBoards     1

  # Number of 64-channel mux's (0,1,2, or 4)

# Nchan
         72

  # Optional: if specified, that many channels will be





  # digitized. If omitted, all mux's will be acquired.

ChanRate         100.0          # Sampling rate in samples/second

ChanMsgSize      100            # TraceBuf message size, in samples

Notes: Gain refers to the output voltage range of the discriminators. It must be the same for all channels for each individual instance of adsend.
Gain             2              # Channel gains (-1: +/-10V)(1: +/-5V)(2: +/-2.5V)

SampRate         50000.0        # Sample rate/scan (max for PCI-MIO-16E-4 = 250000.)

#

#

#                           GUIDE CHANNELS

NumGuide         0              # Number of guide channels (usually one per mux)

GuideChan        0 4 8 12       # The channels carrying the guide signal

MinGuideSignal   110.0          # Guides are declared dead if the mean value of

                                #   guide 1st differences < MinGuideSignal

MaxGuideNoise    8.0            # Guides are declared dead if standard error of

                                #   guide 1st differences > MaxGuideNoise

TimeForLock      5              # The guide channel system is declared "locked on"

                                #   if all guide channels remain locked on for

                                #   TimeForLock seconds.

ErrNoLockTime    30             #  At program startup or after a restart, if the

                                #   guide channel system does not lock on for

                                #   ErrNoLockTime seconds, adsend will report an

                                #   error to statmgr (see adsend.desc).

Notes: The preceding six parameters are for use only if you plan to install the triangle wave guide channel system for recovering from channel skipping in the National Instruments multiplexor. All others should set NumGuide to 0 and ignore the rest of the parameters in this section.  

#

#

#

#                         TIMING INFORMATION

NumTimeCodeChan  1              # Number of time code channels

TimeCodeChan     0              # Get the time code from these channels

Adsend time stamps the trace data by de-coding an IRIGE time channel. At least one channel must contain IRIGE time code, which is decoded in software and used to time-stamp the data. When the program starts up, it will not send data until the IRIGE time signal is in sync. After adsend syncs to IRIGE, it will keep sending data even if time sync is lost. If the IRIGE sync is lost, a bit is set in the trace header to indicate "time code out of sync". Time code channel declared here should match the DAQ channel declared in the SCN list at the bottom of this file. 
Year             2003           # Current year (reset manually at New Years)

YearFromPC       1              # 1->Ignore "Year" and take from PC clock

IRIG time code does not include the year. The year can be obtained by declaring it here or by using the year declared in the PC clock. It’s recommended to set YearFromPC to 1 (to get the year from the PC clock rather than setting it manually) UpdateSysClock to 1 (to adjust the system clock to the Irig-E time). Remember to set the system time zone to the same as the IRIG-E clock is reporting (normally GMT) and disable automatic Daylight Savings Time adjustments. 
#

SendBadTime      0 

  # NOTE: if set to one, adsend will not attempt to lock





  # on to the IRIGE time code.

                                # Time stamp will contain PC system clock time.

 If the parameter SendBadTime is set in the adsend configuration file, adsend will use the PC system clock instead of an IRIGE signal to time stamp the data. This is NOT RECOMMENDED for production use, but is handy for testing purposes.
UpdateSysClock   1              # 1->PC time updated with IRIGE

If UpdateSysClock is set to 1 adsend will periodically adjust the system clock using information from the decoded IRIG-E signal. This is HIGHLY RECOMMENDED unless some other system for synchronizing the system clock is already in place. 
IrigeIsLocalTime 0              # 1 if Irige represents local time; 0 if GMT time.

TimeoutNoSend    120            # If no data is sent for TimeoutNoSend seconds,

                                # possibly due to bad time code, the program will

                                # switch to the next TimeCodeChan and restart the

                                # DAQ system.  If TimeoutNoSend = 0, this feature

                                # is disabled.

TimeoutNoSynch   1800           # If there is no time-code synch for TimeoutNoSynch

                                # seconds, the program will switch to the next

                                # TimeCodeChan and restart the DAQ system.

                                # If TimeoutNoSynch = 0, this feature is disabled.

#

#

#                         EXTERNAL TRIGGERING

# This program uses "High-Hysteresis Analog Triggering Mode".

# Triggering occurs when the trigger voltage becomes greater than HighValue.

# Detriggering occurs when the trigger voltage becomes less than LowValue.

# HighValue minus LowValue must be >= 0.1 volt.

# For more information on triggering, see the National Instruments "PCI-MIO

# E Series User Manual", Jan 1997 edition, chapter 3.

#

ExtTrig          0              # 0 for internal triggering; 1 for external

LowValue         2.75           # In volts (-10V to 10V) (must be < HighValue)

HighValue        3.25           # In volts (-10V to 10V) (must be > LowValue)

TimeoutNoTrig    5              # If no tracebuf messages are obtained for

                                # TimeoutNoTrigger seconds, the program will

                                # assume the external trigger is disconnected.

                                # The program will switch to internal triggering.

Notes: Our systems are always internally triggered. Set ExtTrig = 0  for internal triggering. 

#

#

#               SCN AND PIN VALUES FOR EACH DAQ CHANNEL

# Chan lines must follow the Channel Configuration lines in this file.

# Unused channels may be omitted from the list.  Pin numbers are optional.

# If a pin number is not specified for a channel, the pin number is set to

# the DAQ channel number.

#

#     DAQ      Station/

#   Channel    Comp/Net     Pin

#   -------    --------     ---

Chan    0
 IRIG T OV
0

Chan    1       IRZ2 SHZ OV
1

Chan    2       RIN3 SHZ OV
2

Chan    3       EPA  SHZ OV   3

This is the place where the physical connection for each data channel is mapped to an SCN designator. From here on data are discriminated solely on the SCN designation associated with a data message. Note that Pin is vestigial here and is just set equal to DAQ channel. Each DAQ channel must map to a unique SCN designator (see discussion of Earthworm naming conventions) or serious confusion will result.
On startup adsend will search for the IRIG-E time signal at one of the DAQ channels specified in adsend.d. If it finds a proper time signal at one of the channels it will “lock on” to that signal and begin sending tracebuf data into OutRing. Any other result will result in failure to initialize and no analog data will be sent. 

WAVESERVER

The wave server provides an intermediate-term storage area for trace data. It serves the data to compliant clients across a network connection. With proper network connections and configuration data can be served across any distance in near real time.  The waveserver utilizes disk files (tankfiles) implemented as circular buffers. The length of time stored in a tankfile is user configurable up to the limit of disk space available. 

#

#         Wave ServerV Configuration File 

#

#
Note:  All directories defined in this configuration file must already

#

exit or WaveServerV will die.

#

MyModuleId    MOD_WAVESERVER_PRIVATE # wave_server's module id

RingName      WAVE_RING        # name of transport ring to get data from

LogFile       1                # 1=write log file to disk; 0=don't

                               # 2=write to module log but not stderr/stdout

HeartBeatInt  120              # seconds between heartbeats to statmgr

ServerIPAdr   aaa.bbb.ccc.ddd  # IP address of machine running wave_server

ServerPort    16022            # port for receiving requests & sending waves

GapThresh     1.5              # threshhold for gap declaration 

                               # (in sampling periods)

#

SocketTimeout 10000  # Timeout length in MILLISECONDS for socket calls

                     # This is for calls sending responses back to the

                     # client. Values should be a few seconds, certainly

                     # less than one minute.

ClientTimeout  60000 # Optional.  Not recommended feature but it does work.

                     # Timeout in MILLISECONDS for response from client. 

                     # Threads that have not heard anything from their client 

                     # in this period will exit.

                     # Comment out or set to -1 if you don't want to 

                     # kill threads of silent clients.

# Each tank file has an associated in-memory index.  On re-start, the

# index image on disk must be updated to match the tank.  The more out

# of date the on-disk index is, the longer it takes to rebuild.  Rebuild

# times can be from milliseconds to minutes per tank, depending how large

# the tank is and how old the index is.

# Set IndexUpdate to the length in time in seconds between

# updates to disk.  The larger the update interval, the longer

# a crash recovery will take.  The smaller the update interval

# the more disk I/O that is required for wave_server to operate,

# and thus the slower it will operate, once it has reached I/O

# saturation. 

IndexUpdate   10

       

# Similar to an Index, each tank has TANK structure that depicts the tank.

# The tank structure is maintained in memory, and periodically written to

# disk.  The TANK structure tracks the status of the tank.  Any data written

# to the tank since the last time the TANK structure was written to disk

# is effectively lost.  TankStructUpdate is the interval in seconds that the

# Tank Structure file on disk is updated.  The higher the interval, the more

# the tank data is that is potentially lost in a crash, the lower the interval

# the more the disk I/O that is required for wave_server to operate.

TankStructUpdate 1

# The file where TANK structures are stored

TankStructFile  d:\data\tankfiles\p1000-1.str

# I open many files, one tracedata file for each SCN channel to serve

# At 500 bytes/second, 1 channel requires 41.2 megabytes per day.

# NOTE: Record size must be multiple of 4 bytes or wave_serverV will crash 

# with data misalignment. 

# Also, record size must not be greater than MAX_TRACEBUF_SIZ, currently 4096,

# (defined in tracebuf.h)

#

#      SCN         Record       Logo          File Size   Index Size File Name
           

#      names       size                      (megabytes) (max breaks) (full path)           

Tank   IRIG T   MI  528  INST_EMO MOD_WILDCARD  10  10000  d:\data\tankfiles\IRIGTMI.tnk

Tank   ANA2 SHZ MI  528  INST_EMO MOD_WILDCARD 500  10000  d:\data\tankfiles\ANA2SHZMI.tnk

Tank   ANAT SHZ MI  528  INST_EMO MOD_WILDCARD 500  10000  d:\data\tankfiles\ANA2SHZMI.tnk

Notes:

- Record size must be adjusted for the type of instrument providing the data to this tank. Higher precision data require a larger record size to accommodate each data point. 

- The amount of time stored in a tank is related to the file size and record size. The default record size, appropriate for analog seismic data translates to approximately 41 megabytes of disk usage per channel per day. The upper limit for the size of a tankfile is the available free disk space. 

-waveserver will create the tank files in the directory specified but only if the directory already exists. 

-
# Advanced Options

# YES = 1, NO = 0, NO = (default)

#RedundantTankStructFiles  Set to 1 to use redundant tank struct files. (Recommended)

RedundantTankStructFiles 1

#RedundantIndexFiles  Set to 1 to use redundant tank index files. (Recommended)

RedundantIndexFiles      1

# Must be set if RedundantTankStructFiles = 1

#TankStructFile2  /tmp/p1000-2.str

TankStructFile2  c:\earthworm\run_emo\DO_NOT_ERASE\p1000-2.str

#InputQueueLen:  The number of messages to buffer.  Messages are buffered

#in a queue.  They are added to the queue when they are pulled off of an

#earthworm message ring, they are removed from the queue when the main

#thread is ready to process them.  Depending on the CPU and disk speed

#of the machine you are using, this number should be about twice the

#number of tanks you are trying to serve.  Slower machines may need

#larger queues.

InputQueueLen 800

###################################

#           Other Optional Commands

#MaxMsgSize: Optional command to tell wave_server about TRACEBUF messages

# that could be larger than any going to tanks for this server. This

# may happen if you have two wave_servers and TRACEBUF sources that

# produce different size messages, e.g., ref2ew messages are 1064 bytes.

MaxMsgSize 1064

# Debug - optional value of the debug flag. Higher debug 

#    levels include all debug messages from the lower levels,

#    plus more. WARNING: Debug files can get VERY VERY LARGE.

#

#   While the scope of each Debug level may vary, following

#    values are accepted:

#

# Debug 1 ==>  Basic user level: will periodically log 

#    message queue watermarks and print the server thread status 

#    table. 

#

# Debug 2 ==> Advanced user level: Everything from lower debug  

#    levels plus additional information which could be used

#    to troubleshoot installation problems.

#

# Debug 3 ==> Advanced programmer level: Everything from lower debug  

#    levels plus additional information about the execution flow,

#    and other low-level debugging information.

#

#

#  NOTE: This command is optional. The absence of Debug means that 

#        only error conditions will be logged and reported.

#

#Debug 1

#SocketDebug Set to 1 to get SOCKET_ew debug statements

SocketDebug 0 

#PleaseContinue  Set to 1 to have wave_server continue, even if

#  there are errors during initialization

 PleaseContinue 1

#ReCreateBadTanks Set to 1 to have bad tanks re-created from scratch.

ReCreateBadTanks 1

#SecondsBetweenQueueErrorReports   Minimum period of time between error

#  reports to statmgr due to the internal message queue being lapped,

#  and thus messages being lost.  Default is 60 seconds

#SecondsBetweenQueueErrorReports 30

#MaxServerThreads  Maximum of server threads to deploy to handle client

#  requests.  Default is 10.

MaxServerThreads 25

#QueueReportInterval  The minimum number of seconds between

#  reports on internal queue high and low water marks.  The default is 30.

#QueueReportInterval 5

#AbortOnSingleTankFailure  Set to 0 to have wave_server continue even

#if there is a fatal error on a tank during normal processing.

#if this flag is not set to 0, wave_server will die if any type of 

#IO error occurs on any tank.  If set to 1 wave_server will not exit

#unless there is a server wide error.

AbortOnSingleTankFailure 1

Waveserver is central to the functioning of any Earthworm system.  One can test for proper function by using the command-line utility getmenu or the wave_viewer, both of which are provided in the Earthworm distribution. 

Group 2

General: Group 2 modules are where the primary work of event triggering, subnet association and event storage takes place. Carlstatrig monitors individual data components and declares triggers based on an STA/LTA algorithm. Carlsubtrig watches for station triggers and decides if coincidental triggering of multiple stations represents a subnet trigger. Trig2disk watches for subnet trigger messages then queries one or more waveservers for trace data and stores event files on disk. 

CarlStatrig

Carlstatrig is Earthworm’s implementation of STA/LTA station triggering. It is attached to the wave ring where it monitors tracebuf messages for SCN’s included in its station file (see StationFile parameter). The trigger status is defined by a simple triggering algorithm as described below.
Excerpt from http://gldbrick.cr.usgs.gov/ovr/carltrig_ovr.html…

The station trigger algorithm works as follows. For each configured station, the short-term (1 second) average of the trace is calculated. An 8 second average of this STA is taken to get the long-term average (LTA). In addition to these two `straight' averages, there are corresponding rectified averages. The short-term rectified average (STAR) is taken from the absolute value of the difference between the trace and the LTA, averaged for one second. The long-term rectified average (LTAR) is the 8 second average of STAR. 
These four averages are combined to determine the station trigger status, using a modified version of Carl Johnson's magic formula: 

        eta = STAR - Ratio * LTAR - | STA - LTA | - Quiet

If eta is greater than 0.0, the station is considered triggered, the trigger turns off when eta <= 0.0. When the station trigger turns on, one CARLSTATRIG message is sent to the transport ring. When the station trigger turns off, another trigger message is sent. This provides some redundancy in case one of these messages does not get delivered to carlsubtrig. If the `OFF' message is never received, carlsubtrig assumes a (configurable) maximum duration for the station trigger. 

CARLSTATRIG message indicating that an individual station has triggered are written to a ring (usu. TRIG or TRIGGER ring) for the use of CARLSUBTRIG (or other modules). 

#

# CarlStaTrig's Parameter File

#

#

#  Basic Earthworm Setup

#

MyModuleId      MOD_CARLSTATRIG # Module id for this instance of CarlStaTrig

                                # - REQUIRED

RingNameIn      WAVE_RING       # Name of ring from which trace data will be

                                #   read - REQUIRED.

RingNameOut     TRIG_RING       # Name of ring to which triggers will be

                                #   written - REQUIRED.

HeartBeatInterval       60      # Heartbeat Interval (seconds). REQUIRED

# Set debug log message level: OPTIONAL (default: 0)

#   0  log transport errors, changes in datatype, samplerate, failure to flush

#   1  above plus large gaps and overlaps 

#   2  above plus small gaps and overlaps, station trigger changes - 

#      best for beginning installations

#   3  above plus station trigger values and messages 

#   4  above plus "unable to find station..." 

#   5  above plus many details of message handling - very verbose. 

Debug 1

#

# CarlTrig Specific Setup

#

StationFile     "carltrig.sta"  # Name of file containing station information –

 StationFile is the file of containing the list of stations to be monitored by carlstatrig. Usually this file is shared with CarlSubTrig This file lists each station by station name, component and network. It also specifies the Trigger Time To Live.
                                # Time stamp will contain PC system clock time.

                                # Time stamp will contain PC system clock time.

                                #   REQUIRED.

MaxGap          1.5             # Maximum gap between trace data points that

                                #   can be interpolated (otherwise restart the

                                #   station). OPTIONAL (default MaxGap = 1)

StartUp         7               # Minimum seconds of trace data needed to

                                #   before using LTAs REQUIRED.

LTAtime         8               # Number of seconds for LTA average

                                # OPTIONAL (default LTAtime = 8)

Decimation      1               # Decimation factor used in averages

                                # OPTIONAL (default Decimation = 1)

Ratio           2.3             # Carl Trigger parameter: enumer / edenom

                                # REQUIRED

Quiet           4.0             # Carl Trigger equiet parameter - REQUIRED

CarlSubtrig

CarlSubTrig monitors messages of type CarlStaTrig from one or more CarlStaTrig modules and associates them together to produce a subnet trigger. It produces a triglist2K message for use by other modules whose function is to store event files to disk.  

Excerpted from http://gldbrick.cr.usgs.gov/cmd/carlsubtrig_cmd.html
Carlsubtrig supports the ability to use late arriving station triggers in the subnet trigger logic. It maintains an internal clock which is set a fixed number of seconds (the latency period) behind wall-clock (real, system) time. This latency period allows for delayed delivery of station trigger messages. Carlsubtrig uses this internal clock to compare to station trigger times. Once the station trigger-on or -off time is later than the internal clock time, this trigger status change is noticed by carlsubtrig. In order for times to be compared between machines, all machines should be synchronized within a few seconds or better. Xntp (available with Solaris2.6 and also public domain) is a good choice for time synchronization. (note: or set adsend to synchronize the system clock to IRIG-E time utilizing the UpdateSysClock parameter)
Because Carlsubtrig uses both system and data time to perform the subnet trigger logic, the system time must be set to UTC. If this is not done, no triggers will occur.
#

# CarlSubTrig's Parameter File

#

#

#  Basic Earthworm Setup

#

MyModuleId   MOD_CARLSUBTRIG
# Module id for this instance of CarlSubTrig -





#

Debug

1

# Write out debug messages? (0 = No,





#   1 = Minimal, 3 = Chatterbox )

RingNameIn
TRIG_RING
# Name of ring from which station triggers 





#   will be read - REQUIRED.

RingNameOut
TRIG_RING
# Name of ring to which triggers will be





#   written - REQUIRED.

HeartBeatInterval
60
# Heartbeat Interval (seconds).

#

# CarlSubTrig Specific Setup

#

StationFile
"carltrig.sta"
# Name of file containing station information -





#   REQUIRED.

StationFile is usually shared with carlstatrig. See note above in carlstatrig section.

Latency

 15

# Number of seconds that the Network clock





#   is behind wall clock REQUIRED.

NetTriggerDur   8

# Number of seconds for the base network





#   trigger duration REQUIRED.

SubnetContrib   15

# Addition contribution to network trigger





#   duration for each subnet that triggered

                              #   REQUIRED.

PreEventTime
 10

# Number of seconds added to beginning of





#   network trigger REQUIRED.

MaxDuration     300

# Maximum duration allowed for network trigger

DefStationDur   120

# Default number of seconds for station





#   trigger duration if the trigger-off 





#   message is not received. REQUIRED.

ListSubnets     1             # Flag to list untriggered stations

                                #   =0 or command not present: list all 

                                #        triggered stations 

                                #   =1 list all stations in triggered subnets

                                #   =2 list all stations in triggered subnets 

                                #        plus any other triggered stations. 

                                #   =3 list all stations in subnets that had

                                #        any stations triggered

AllSubnets      3               # If this many subnets trigger, put wildcard

                                #   SCN in event message

#CompAsWild                     # Flag (no value) to list component names in

                                #   trigger messages as `*' (wildcard).

# Load the next valid trigger sequence number

@trig_id.d            # this name is hard-coded; do not change

# List the message logos to grab from transport ring

#              Installation      Module          Message Types (hard-wired)

GetEventsFrom  INST_CVO          MOD_WILDCARD    # TYPE_CARLSTATRIG

# Non-seismic or other channels that should be included in all event messages

# List one SCN per line, as many as you need

Channel   IRIG.T.CV

# Subnet definitions for the CarlSubTrig Earthworm module

# Each Subnet must be on a single line

# Subnet  Minimum to      List of Station.Component.Network

# Number  Trigger         Codes (space delimited)

# ------- ---  -------------------------------------------

Subnet  CRATR  2  SEPZ.SHZ.CV YELZ.SHZ.CV | EDMZ.SHZ.CV SHWZ.SHZ.CV

Subnet  ThSis  1  HUO.SHZ.UO | HUO.SHN.UO HUO.SHE.UO TCO.EHZ.UW  

Trig2disk (events)

Trig2disk is the module that processes triglist2k messages produced from various modules (primarily CarlSubTrig). Utilizing information from the subnet trigger it queries one or more waveservers for trace data, converts it to one of several standard formats, and writes it to disk. 

#

# Configuration file for trig2disk:

# I listen to trigger messages (TYPE_TRIGLIST), and stuff the implied pieces

# of trace data into an Oracle server. I do this by going to any number

# of WaveServerV's, as listed in this configuration file.

#

MyModuleId                 MOD_TRIG2DISK_EVENT

RingName                   TRIG_RING

HeartBeatInt               60

LogFile                    1   # 0 means don't create a disc log file. 1=> do.

                               # 2 means log to disk file but not stderr/stdout

#

# What message logos to listen to. Can be more than one.

# The type is hard coded to TYPE_TRIGLIST

#

GetEventsFrom
           INST_YOUR_NAME_HERE   MOD_CARLSUBTRIG

#

# list of ip addresses and ports of the WaveServers we're to use

#

WaveServer                163.178.114.56 16022

WaveServer                130.118.132.87 16022

Note that you can have list of waveservers here from which data can be requested. If a network connection is available waveservers need not be local to this machine. If no network is available use the local loopback adapter (IP:127.0.0.1)

#

# If a WaveServer doesn't talk to us in this 

# many seconds, we'll abort that request

#

TimeoutSeconds             30  

#

# Max number of traces we'll ever see in one event

#

MaxTraces                  500


#

# kilobytes of the largest trace snippet we'll ever have to deal with

#

TraceBufferLen             1000  


#

# Debug switch:  Debug will be logged if uncommented 

#

#Debug

#

# SCN list of stations to write for each trigger message,  these get

# written in addition to SCNs in the trigger message.

#

#@memphis.scn

#

# Minimum number of seconds to save for extra channels that we

# are saving (i.e., those channels not in the TYPE_TRIGLIST message)

#

MinDuration                 30

#

# number of sample periods after which we declare a gap

#

GapThresh 100

# Optional queue commands

# Number of trigger messages to hold in queue; default is 10

#QueueSize 10

QueueSize can become important if the system is very active, slow, or relying on distant waveservers to communicate over slow network connections. Watch for circular queue lapped error messages in the trig2disk console or log files.

# Optional queue dumpfile name, for saving state of queue

#QueueFile trig2disk.que

# Optional delay time: trig2disk will wait this many seconds from the

# time it receives a trigger message until it starts to process the message

DelayTime 5

DelayTime is included to make sure all participating waveservers have sufficient time to receive and store the data of interest in their tankfiles. The default of 5 seconds is easily enough for local waveservers. 

#

# Select format of output data and the directory where it is written

# Only one of the following pairs should be uncommented.

#

# SUDS

#

#DataFormat                  suds

#OutDir                      "/home/earthworm/SUDS"

#

# SAC

#

#DataFormat                   sac

#OutDir                       "c:\earthworm\SAC"

#

# AH

#

#DataFormat                  ah

#OutDir                     "/home/earthworm/AH"

#

# SEISAN

#

DataFormat                  seisan

OutDir                     "d:/data/events"

#

# GSE

#

#DataFormat                  gse_int

#OutDir                     "/home/earthworm/gse"

#

# Tankplayer

#

#DataFormat                 tank

#OutDir                     "./tanks/"

Note that the OutDir must exist. Trig2disk will create the files in OutDir with filenames that depend on the DataFormat chosen. 

#

# Specify on what platform the output files will be used:

# intel or sparc - with this information, files will be written out

# in the correct byte order.

#

OutputFormat                intel

Make sure OutputFormat is set to the correct value for your platform. Intel and Sparc processors store binary data differently. Files written to the incorrect binary format will not be easily interchangeable between platforms.

Ew2rsam

Although included in the Earthworm distribution ew2rsam is much more commonly used in volcano monitoring than in tectonic seismology. Ew2rsam does the numerical calculation of the amplitude averages for the Glowworm module rsam. 

#

#                     Configuration File for ew2rsam

#

MyModId          MOD_EW2RSAM

InRing           WAVE_RING       # Transport ring to find waveform data on,

OutRing          DDR_RING        # Transport ring to write output to,

HeartBeatInterval       15       # Heartbeat interval, in seconds,

LogFile                  1       # 1 -> Keep log, 0 -> no log file

#Debug


  0
   # OPTIONAL,  0-no debug

                                 #            1-basic debug

                                 #            2-super debug

#

# Specify logos of the messages to grab from the InRing.

# TYPE_TRACEBUF is assumed, therefore only module ID and 

# installation ID need to be specified

#

GetWavesFrom    INST_WILDCARD MOD_WILDCARD  # TYPE_TRACEBUF (assumed)

We are ususally interested in calculating RSAM averages all the various data streams available (analog, broadband direct, network imports, etc.) so we set the GetWaveFrom parameter to accept waves from all installation and modules that are putting tracebuf messages into InRing 

#

# SCN Selection 

#

#  Use the following two configuration options to narrow down

#  the SCNs of the wave messages of interest (wildcard '*' 

#  characters are allowed for both options):

#

#   o IncludeSCN (required)

#   o ExcludeSCN (optional)

#

#

#  SCN which matches a line in the IncludeSCN section will be 

#  included, unless it also matches a line in the ExcludeSCN section

#

#  Examples:

#

#   1. Pick up only these SCNs

#

#       IncludeSCN HJG VHZ NC

#       IncludeSCN HJS VHZ NC

#       IncludeSCN KGM VHZ NC

#

#   2. Pick up all SCNs except for KGM VHZ NC

#

#       IncludeSCN * * * 

#       ExcludeSCN KGM VHZ NC

#

#   3. Pick up all SCNs except those with network code NC

#

#       IncludeSCN * * * 

#       ExcludeSCN * * NC

IncludeSCN * VHZ *

IncludeSCN and ExcludeSCN allow us to discriminate what RSAM averages are going to be calculated on the basis of what SCN the tracebuf messages represent. Normally we only use RSAM on vertical components 

#

# MaxSCN - max number of SCNs to track

#

MaxSCN

50

#

# RsamPeriod - time period, in seconds, for RSAM computation 

#

RsamPeriod
3

RsamPeriod
60

RsamPeriod
600

Ew2ssam

Ew2ssam performs the same logical function for the glowworm module SSAM that ew2rsam (above) does for RSAM. Configuration of the two modules are very similar. 

#

#                     Configuration File for ew2ssam

#

MyModId        MOD_EW2SSAM

InRing           WAVE_RING       # Transport ring to find waveform data on,

OutRing          SSAM_RING       # Transport ring to write output to,

HeartBeatInterval     60         # Heartbeat interval, in seconds,

LogFile                1         # 1 -> Keep log, 0 -> no log file

Debug


 1
   # OPTIONAL,  0-no debug

                                 #            1-basic debug

                                 #            2-super debug

                                 #            3-super-duper debug

#

# Specify logos of the messages to grab from the InRing.

# TYPE_TRACEBUF is assumed, therefore only module ID and 

# installation ID need to be specified

#

GetWavesFrom    INST_WILDCARD MOD_WILDCARD  # TYPE_TRACEBUF (assumed)

We are ususally interested in calculating SSAM averages all the various data streams available (analog, broadband direct, network imports, etc.) to us so we set the GetWaveFrom parameter to accept waves from all installation and modules that are putting tracebuf messages into InRing 

#

# SCN Selection 

#

#  Use the following two configuration options to narrow down

#  the SCNs of the wave messages of interest (wildcard '*' 

#  characters are allowed for both options):

#

#   o IncludeSCN (required)

#   o ExcludeSCN (optional)

#

#

#  SCN which matches a line in the IncludeSCN section will be 

#  included, unless it also matches a line in the ExcludeSCN section

#

#  Examples:

#

#   1. Pick up only these SCNs

#

#       IncludeSCN HJG VHZ NC

#       IncludeSCN HJS VHZ NC

#       IncludeSCN KGM VHZ NC

#

#   2. Pick up all SCNs except for KGM VHZ NC

#

#       IncludeSCN * * * 

#       ExcludeSCN KGM VHZ NC

#

#   3. Pick up all SCNs except those with network code NC

#

#       IncludeSCN * * * 

#       ExcludeSCN * * NC

#IncludeSCN HJG VHZ NC

IncludeSCN * * *

We normally calculate SSAM averages on all components. One might restrict this on systems that are CPU-bound. 

#

# MaxSCN - max number of SCNs to track

#

MaxSCN

50

#

# SsamPeriod - time period, in seconds, for SSAM computation 

#

#SsamPeriod
2.56

SsamPeriod
60

#SsamPeriod
600

#  Ssam taper width - defines the width of the Hanning taper.  

#  Data is tapered before being sent to the fft function.

#  The taper is applied simultaneously from both ends of the data.

#  For SsamTaper equal to 0.0 no taper is applied.  

#  For SsamTaper equal to 0.5 a full Hanning Taper is applied.

SsamTaper       0.0

Trig2disk (continuous)

We utilize a second instance of trig2disk (with a different module name) to process triglist messages produced by the Glowworm module contrecord. We could use the other trig2disk that is already running (see above) but we generally want the continuous record data to be written in its own directory. A single instance of trig2disk would write all data into the same directory. This new instance of trig2disk must have a unique module name assigned to it in earthworm.d. 

Group 4 Useful but optional

The earthworm modules Heli and Sgram are optional but extremely useful. Both produce web-based graphical summaries of data flowing through an Earthworm system. Heli is a pseudo-helicorder and Sgram calculates time-frequency spectrograms. Both get there raw data from waveservers rather than out of rings, hence they can be run any machine that can connect to the waveserver. One can also have multiple instances of heli_ewII running, either distributed around your network or all local to the central earthworm, providing differing views of the same data streams. 

Heli_EWII

#

# This is the heli_ewII parameter file. This program gets data gulps

# from the waveserver(s), and creates helicorder displays.

# Derived from heli_ew and heli_standalone, which were derived from

# Jim Luetgert's original efforts.

# This program runs either standalone or as an Earthworm module.

# If any of the four Earthworm parameters below are stated, it will assume

# that it's supposed to be a module. It will beat its heart into the ring,

# and use the Earthworm logging scheme. Other wise, it runs standalone.

LogSwitch       1

MyModuleId      MOD_HELI_EWII

RingName        STATUS_RING

HeartBeatInt
 10

This program runs either standalone or as an Earthworm module. If any of the preceding four parameters are set, it will assume that it's supposed to be a module. It will be started and stopped by startstop, beat it's heart into RingName, and use the Earthworm logging scheme. Other wise, it runs standalone. 

wsTimeout 30 # time limit (secs) for any one interaction with a wave server.

# List of wave servers (ip port comment) to contact to retrieve trace data.

 WaveServer 136.177.31.188 16022      "harry"

# Directory in which to store the .gif, .link and .html files.

GifDir   C:\alex\heli_alex\Gifs\

# Plot Parameters - sorry it's so complex, but that's the price of versatility

        # The following is designed such that each SCN creates it's own

        # helicorder display; one per day of data.

# S                  Site

# C                  Component

# N                  Network

# 04 HoursPerPlot    Total number of hours per gif image

# 05 Plot Previous   On startup, retrieve and plot n previous hours from tank.

# 06 Local Time Diff UTC - Local.  e.g. -7 -> PDT; -8 -> PST

# 07 Local Time Zone Three character time zone name.

# 08 Show UTC        UTC will be shown on one of the time axes.

# 09 Use Local       The day page will be local day rather than UTC day.

# 10 XSize           Overall size of plot in inches

# 11 YSize           Setting these > 100 will imply pixels

# 12 Minutes/Line    Number of minutes per line of trace

# 13 Gain Factor     Instrument gain in microvolt/bit.

# 14 Scale Factor    Scale factor to dress up image.

# 15 Mean Removal    Mean of 1st minute of each line will be removed.

# Comment            A comment for the top of the display.

#                                      

#     S    C   N  04 05  06  07   08 09 10  11  12 13   14   15  Comment

Look through the preceding comment section. It has information on all the graphic controls for heli_ewII. Uncomment out BuildOnRestart (below) and try various combinations of these parameters until satisfied. 

 Plot AHID BHE US 12 1   -8  PST  1  0  20  20  15 0.1  1.5  1   "Alston BPA"

 Plot ADK  SHZ AT 12 1   -8  PST  1  0  20  20  15 0.1  1.5  1   "Mt. Rainier Summit"

    # *** Optional Commands ***

 Days2Save     7    # Number of days to display on web page; default=7

# Actually, "Days2Save" is really the number of GIFs of each SCN to save.

# For example, if HoursPerPlot is 12, you will save 7 gifs for 3.5 days.

 UpdateInt    10     # Number of minutes between updates; default=2

 RetryCount    2     # Number of attempts to get a trace from server; default=2

#Logo    smusgs.gif  # Name of logo in GifDir to be plotted on each image

If you  have a small organizational GIF file place a copy of it in GifDir (above) and set Logo to include it each helicorder graphic.

# We accept a command "Clip" which sets trace clipping at this many

# vertical divisions

Clip 5

# We accept a command "SaveDrifts" which logs drifts to GIF directory.

# SaveDrifts

# We accept a command "Make_HTML" to construct and ship index HTML file.

Make_HTML     

# We accept a command "IndexFile" to name the HTML file.

# Default is "index.html"

IndexFile welcome.html

Make_HTML and IndexFile control whether and how html files will be created to facilitate inspection of the helicorder graphics. If Make_HTML is uncommented Heli_EWII will create a supportin html framework file with IndexFile as its name. This is useful if your organization doesn’t have a pre-existing Web server structure to serve the helicorder graphics. 

# We accept a command "BuildOnRestart" to totally rebuild images on restart.

BuildOnRestart 

If BuildOnRestart is uncommented Heli will totally rebuild the current image on restart. This is useful if you are just starting out or making changes to graph parameters (above) but generally for normal operation leave this commented out.

# We accept a command "Debug" which turns on a bunch of log messages

Debug

WSDebug
As the configuration file comment says, leaving Debug and WSDebug uncommented will turn on a  bunch of log messages. This is very useful if you need them to figure out configuration problems or problems communicating with the waveserver but in normal operation these two parameters should be commented out to avoid the flood of messages they produce. 

Sgram

Like heli_ewII sgram queries waveservers for its basic data. Consequently sgram can run anywhere it’s desired as long as a connection to the waveserver exists. Sgram is fairly cpu-intensive and it sometimes is beneficial to distribute the load among several machines rather than just one. 

#

# This is the spectrogram parameter file. This module gets data gulps

# from the waveserver(s), and computes spectrograms

#  Basic Earthworm setup:

#

LogSwitch     1           # 0 to turn off disk log file; 1 to turn it on;

                          # 2 to log to module log but not to stderr/stdout

MyModuleId    MOD_SGRAM   # module id for this instance of report 

RingName      WAVE_RING   # ring to get input from

HeartBeatInt  15          # seconds between heartbeats

wsTimeout 40 # time limit (secs) for any one interaction with a wave server.

# List of wave servers (ip port comment) to contact to retrieve trace data.

 WaveServer 130.118.43.52  16022      "wsv  - image1"

# List of target computers/directories to place output.

#       UserName     IP Address            Directory

 Target luetgert@ehzmenlo.wr.usgs.gov:c:\data\web\sgram\final\
The user@host part of the Target parameter is vestigial but required. The operative part of the parameter line is the final path. Note the directory must already exist. Also the format of the path is different if Solaris is your operating system. 

# Filename prefix on target computer.  This is useful for identifying

# files for automated deletion via crontab.

# Prefix nc

# Directory in which to store the temporary .gif, .link and .html files.

 GifDir   c:\data\web\sgram\temp\ 

Sgram needs both a temp and a final directory. They both must already exist.

# Plot Parameters - sorry it's so complex, but that's the price of versatility

        # The following is designed such that each SCN creates it's own

        # spectrogram display; one per day of data.

# S  Site

# C  Component

# N  Network

# 04 Hours/Plot      Number of hours in each GIF image.

# 05 Plot Previous   On startup, retrieve and plot n previous hours from tank.

# 06 Local Time Diff UTC - Local.  e.g. -7 -> PDT; -8 -> PST

# 07 Local Time Zone Three character time zone name.

# 08 Show UTC        UTC will be shown on one of the time axes.

# 09 Use Local       The day page will be local day rather than UTC day.

# 10 XSize           Size of plot in inches. Setting this > 100 will imply pixels

# 11 Pixels/Line     Vertical pixels per line of trace displayed

# 12 Minutes/Line    Number of minutes per line of trace displayed

# 13 Seconds/Gulp    Number of seconds per fft

# 14 Freq Max        Maximum frequency

# 15 Freq Mute       Hz to mute at low end

# 16 nbw             Display scaling. 1:linear, 2:log 3:log(1st diff) [neg for grayscale]

# 17 amax            Clipping amplitude applied to spectrum [0 for none]

# 18 scale           Scale factor for wiggle-line display.

# 19 Comment         A comment for the top of the display.

#                                      

#     S  C   N  04 05 06 07 08 09 10 11 12 13 14 15 16  17        18   Comment

#                   

Plot MCM VHZ NC 24 2  -7 PDT 1 0 600 1   1 60 10 0.2 2   200000    2.0 "Convict Moraine"

    # *** Optional Commands ***

 Days2Save     8      # Number of days to display on web page; default=7

 UpdateInt     8      # Number of minutes between updates; default=2

 RetryCount    1      # Number of attempts to get a trace from server; default=10

 Logo    smusgs.gif   # Name of logo in GifDir to be plotted on each image

# We accept a command "SaveDrifts" which logs maximum values to GIF directory.

# SaveDrifts

# We accept a command "Make_HTML" to construct and ship index.html file.

# Make_HTML     

# We accept a command "BuildOnRestart" to totally rebuild images on restart.

# BuildOnRestart     

# We accept a command "Debug" which turns on a bunch of log messages

# Debug

# WSDebug

 

Installing the Glowworm Package

Glowworm installation is different from installing the core Earthworm modules. The installation executable vbInstall.exe does the work of copying files into their proper places and installing and registering the required dll’s and ocx’s. Much of the rest of the work of configuring the Glowworm modules is done through graphical interfaces but there are initially a few modules that must be configured manually before they can be successfully started. 

General procedure

1. Prepare the Earthworm to run the Glowworm extensions

2. Run vbInstall.exe to insure that all pertinent programs are installed and all ocx’s and dll’s are updated and registered. 
3.  Modify ew_nt.cmd to include the path to the Glowworm binaries. 

4. Create the vhSeismicScns.d file in the params directory.

5. Add the new modules to be started to the startstop setup file

6. Directly edit the .ini files for the glowworm modules so they can start.

7. Start the modules and use their graphical user interfaces to finish configuration.

1.Preparing the system to run Glowworm:

Glowworm introduces several new message types and a number of new modules each of which must have an entry in Earthworm.d for proper system function.  Edit the earthworm.d and add the following in the proper sections:

New messages:

Message  TYPE_VCOMPORT      150

Message  TYPE_VMEMO         151

Message  TYPE_VTABULARDATA  152

Note the exact numbers assigned to the new message types do not need to match what is shown but they must be unique. 

New Module IDs:

The most commonly used modules from glowworm are shown below. Note that the exact number shown here does not need to be used but what ever number is assigned to the module must be unique.

Module   MOD_VHWORMMANAGER  53

Module   MOD_RSAM           55

Module   MOD_SSAM           57

Module   MOD_CONTRECORD     60

Module   MOD_VHMAILMAN      64

Note the exact numbers assigned to the new module types do not need to match what is shown but they must be unique. 

2. Installing GlowWorm Add-ons using vbInstall.exe
VbInstall.exe will copy the Glowworm executables to your disk and register all the appropriate system files for proper function. It requires minimal user interaction but does prompt you for the desination directory This is typically c:\Earthworm.  VbInstall.exe will create and populate the vhVb subdirectories under the chosen directory. 
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3. Modify EW_NT.cmd

Add the $Glowworm_home\bin diretory to the path directive in ew_nt.cmd

e.g.  Path=%Path%;%EW_HOME%\%EW_VERSION%\bin;%EW_HOME%\vhvb\bin

where:


%EW_HOME% = 

is the uppermost directory of the Earthworm distribution (e.g. c:\earthworm) 
4. Create the vhSeismicScns.d file

Glowworm requires yet another file containing SCN information for each data channel to be made available to the system. Place the file in the params directory. It should list all components in the following format:

     BPO  EHZ UW

     ASR  EHZ UW

     FMW  EHZ UW

     MBW  EHZ UW

     VSP  EHZ UW

     MPO  EHZ UW

Note: NO TABS allowed. Space(s) delimited only!

5. Add the glowworm modules to the startstop config file

In startstop’s list of modules we suggest you add the entry vhwormmanager first, vhmailman last, and those for each of the other modules after the Earthworm modules most closely related to their function. For instance the Rsam entry would logically fall just after that for Ew2rsam on which it depends. Contrecord would logically go just before the trig2disk instance that handles its triglist messages and writes continuous record files to disk. 

#

 Process          "vhWormManager.exe"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "contrecord contrecord.ini"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "vhmailman vhmailman.ini"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "Rsam Rsam.ini"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

#

 Process          "Ssam Ssam.ini"

 PriorityClass     Normal

 ThreadPriority    Normal

 Display           NoNewConsole

After the modules are added to the startstop configuration file we suggest you comment them all out initially. Like with the core Earthworm modules we suggest you start and configure the Glowworm modules in stages, possible in the following order: 

1. vhWormManager

2. vhMailMan

3. contrecord

4. RSAM

5. SSAM

6. Edit the .ini files to allow module initialization

The glowworm configuration files are in standard Windows ini file format. They are not meant to be extensively edited by hand but rather to be generated automatically by the executable’s graphical user interface (GUI). All the .ini files do require some editing before initialization can take place however. These parameters set things that are unlikely to change in the normal operation of the system so can not be modified using the graphic controls. 

Listed below are the params that must be set before each module will initialize correctly. Common to all are the parameters InstId which is the installation id for this instance and ModuleID, what this instance of this binary is called. As with Earthworm modules these entries must match exactly with those set in earthworm.d. Entries in the square brackets ([]) indicate the section in the ini file where the params are located. Not all params in each section of the .ini file are shown. 

Module: VhWormManager

Wormmanager is the overall manager of the Glowworm system. It is started by the startstop module like any other module but thereafter is the main interface for system functions It provides access to lots of internal information as well as providing alternatives to many of the Earthworm command-line utilities. It is the core of all Glowworm systems.

Required pre-startup parameters in vhWormManager.ini

[trRing_General]

InstId=INST_CVO

ModuleId=MOD_CVOWORMMANAGER

TransportIdFile=c:\Earthworm\Run_instance\params\earthworm.d

[WormManager]

EmailRecipient=SysAdmin

StartStopIniFile=Startstop_nt.d

StatusRing=STATUS_RING

[IpServer]

IpAddress=130.118.152.221

The IpAddress must exactly match the IP of the server machine or vhWormanager will fail to initialize. If you are unsure of the machine’s IP address you can check the network settings under the control panel or use the ipconfig command in a shell window. 

Module: vhMailman

VhMailman handles the e-mail notifications sent to administrators or interested parties. It monitors ActiveRing for messages of type_vmemo and takes action to send email notification to a configurable list of recipients based on the content of the message. 

Required pre-startup parameters in vhMailman.ini

[trRing_General]

InstId=INST_CVO

ModuleId=MOD_MAILMAN

DefaultRingSize= 1000000

TransportIdFile=c:\Earthworm\Run_CVO1\params\earthworm_global.d

ActiveRing=STATUS_RING

 [Email_setup]

SmtpServer=smtp_hostname,smtp_IP,smtp_user@domain,smtp_portnumber 


(note: smtp is the only mail protocol supported. Ask your system administrator for these parameters)

Module:contrecord

Contrecord places time-based triglist2k messages into a specified ring which are picked up by an instance of trig2disk that retrieves the data themselves from one or more waveservers and writes the continuous files out to disk. What stations are included in the triglist message is controlled by what stations are included in subnets configurable through the settings menu available after contrecord is successfully started. 

Required pre-startup parameters in contrecord.ini

[trRing_General]

InstId=INST_CVO

ModuleId=MOD_CONTRECORD

TransportIdFile=c:\Earthworm\Run_instance\params\earthworm_global.d

Module:RSAM

RSAM displays and stores amplitude averages calculated by the Earthworm modules ew2rsam. It also provides notification and alarming capabilites to Glowworm systems through interaction with vhMailman (see below and …) 

Required pre-startup parameters in rsam.ini

[RSAM]

Bob10MinuteDir=e:\data\Rsam\10Minute

Bob1MinuteDir=e:\data\Rsam\1Minute

BobEventCountDir=e:\data\Rsam\Events

BobTriggerDir=e:\data\Rsam\Triggers

RSAM will create further directories under these and write data files there but these directories must pre-exist. The example paths shown are merely suggestions.

[trRing_General]

InstId=INST_CVO

ModuleId=MOD_RSAM

DefaultRingSize= 1000000

TransportIdFile=c:\Earthworm\Run_instance\params\earthworm_global.d

Module:SSAM

SSAM displays and stores spectral amplitude averages calculated by the Earthworm module ew2ssam. Two types of data files are produced for each SCN, one containing 16 configurable frequency bands, and one containing 128 fixed bands. 

Required pre-startup parameters in ssam.ini

[trRing_General]

InstId=INST_CVO

ModuleId=MOD_SSAM

TransportIdFile=c:\Earthworm\Run_CVO1\params\earthworm_global.d

[SSAM]

LegacySsamBaseDirectory=E:\data\ssam\16Channel

128ChannelBaseDirectory=E:\data\ssam\128Channel

SSAM will create further directories under these and write data files there but these directories must pre-exist. The paths shown are merely suggestions.

LegacyBands= .5, .9, 1.3, 1.5, 1.7, 1.9, 2.1, 2.3, 2.5, 2.7, 2.9, 3.1,  3.2,  3.6,  4.4,  9.9,

7. Starting the Glowworm modules and finishing the configuration

After Glowworm modules are successfully started and stable many arameters can be modified using the graphical user interface in each module. Nearly all the dialogs for setting parameters are accessed by pulling down the Settings menu on the main module display. Exact details will vary by module but usually the next destination should be the Rings option that will allow ModuleId, ActiveRings, WatchedLogos and Heartbeats to be set. 

vhWormmanager

The vhWormManager module should be the first module from the Glowworm package to be set up. Uncomment out its startup directives in the startstop file and restart earthworm. After initializing the system should now display two new windows in addition to the normal Earthworm consoles:

The system status window provides a quick-look graphical update on the health of the system. It blinks yellow/red when a problem is detected and green (shown) if the system is healthy. Clicking on the window also brings the manager interface to the forefront of the desktop.
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The WormManager interface provides a graphical interface to many functions of the Glowworm system. It’s use is further described in the “Managing Glowworm systems” section. Of primary interest now are the options under the pull-down menu “Setting” near the upper left corner of the interface. 

Settings---|> Email Recipient




|> Monitor Heartbeats



     |>Rings




|>Remote Server

Settings > Email Recipient: 

This information screen lets us see who will receive the e-mail status messages from the worm manager itself. The contents displayed here are set using the EmailRecipient parameter in the vhWormManager.ini file. See also the vhMailMan setup section below. This parameter can not be changed using the graphical dialogs

Settings > Monitor Heartbeats: 

Wormmanager can monitor all the rings for heartbeats expected from the modules. If heartbeats are lost the Manager can attempt to restart the module and request vhmailman to send interested parties an e-mail notification about the module’s status

Settings > Rings: 

This is an important set of sub-menus which allows the administrator to set ring and message logo parameters for. See below

Setting>Rings

Settings>Rings>Edit Active Rings:

Allows the administrator to control which transport rings the worm manager will monitor. At startup the worm manager reads the startstop configuration file to set the list of active rings here. The administrator can select a ring from the list to monitor. Normally the manager should be attached to all the rings (the default) in order to effectively monitor heartbeats from all the running modules. 
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The administrator can also choose to detach from or reattach to rings that are active in this Earthworm. Within each ring the manager will monitor messages based on the “Watch Logos” . Highlighting one of the rings and pushing the “Edit Watch Logos” button brings up the following dialog. 

Settings>Rings>Active Rings>Edit Watch Logos:

Allows the administrator to select what types of message logos the module will monitor withing the active ring. 
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Highlighting the message and clicking “edit” brings up the logo selection dialog which allows the administrator to edit the installation, module, and message type. The pull down lists are generated from the contents of earthworm.d and earthworm_global.d. Wildcard, meaning watch all in all three categories, is apropriate for the worm manager but this same dialog is used repeatedly for many Glowworm modules. 
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Settings>Rings>My Identity:

Allows the administrator to set the installation and module ID for Worm Manager itself. This is just as easily set by direct editing of the vhWormManager.ini but if there is a mistake there it can be corrected here. The options in the pull down lists are created automatically from the earthworm.d and earthworm_global.d files at startup. 
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Settings>Rings>Ring Heartbeat:

Allows the administrator to set the destination ring and interval for the worm manager’s heartbeat
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VhMailman

The vhMailman module requires some knowledge of the network environment in which the Glowworm system will operate. To operate vhMailman you will need access to an SMTP server somewhere and a mail account on that server that is authorized to send email utilizing that account. 
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Mailman handles e-mail updates and status messages for a Glowworm system. It attaches to a transport ring and looks for messages of TYPE_VMEMO. After the initial parameter modifications are made (above) the important controls are in the pull down menus under the Settings header. 

Settings



Settings>Enabled/Disabled

Allows the administrator to temporarily pause vhMailman’s operation so it won’t send multiple e-mail messages when system maintenance is under way.

  
Settings>Current mail server

This option brings up an information screen showing the current settings for the smtp server to be used. Changes can’t be made here but it is useful to see what setup is being used. 
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Settings>Rings

Several dialogs here allow the administrator to set the rings to monitor, watch logos, installation and module ID for mailman, and heartbeat specifications. 




Settings>Rings>Edit Active Rings
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Settings>Rings>Edit Active Rings>Edit Watch Logos

Normally the vhMailman module should attach to the ring the worm manager uses for output. Status messages from the worm manager are TYPE_VMEMO. 
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Contrecord

After initialization we need to add stations to the list that will have continuous record files created for them. Stations are arranged in logical groups (subnets). In the example below there are 3 subnets, one of which is expanded to show the stations included. To add a new subnet from the contrecord main dialog pull down Settings>subnets, highlight the place where the subnet should go and then pull down Edit>Add new subnet.
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Then enter the name of the new subnet and push ok. 
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To add stations to the new subnet highlight the subnet name and pull down Add new station. 
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The select a new station dialog now appears to allow you to select a station to add to the subnet. Repeat until all the stations you want recorded under this subnet name are added.
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Note that the select a new station dialog’s drop down list is generated from the contents of vhSeismicScns.d 

Settings>Subnets>subnet_name>properties
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Allows the administrator to set whether the subnet is enabled and the recording interval. 

Module:RSAM

A normal RSAM display when configured looks like the following. 
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Usually though when initialized for the first time RSAM will have no stations properly configured for display. The process for adding stations to RSAM is similar to that described above for adding stations to contrecord. 


Settings>RSAM subnets



Then in the central display highlight Root and pull down


Edit>Add new Subnet



Add the name of the new subnet in the dialog box

Then to add a station to the new subnet highlight the desired subnet and pull down


Edit>Add new station

This brings up a list of SCN designations available to add to the RSAM display. The pull down list is generated from the contents of the vhSeismicScns.d. Note that depending on the configuration of the feeder module ew2rsam you may have more SCN designations available in the SCN list than actually have RSAM averages being calculated. 
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Setting RSAM Display options

Double clicking within the RSAM display brings up the axis dialog to allow you to change the amplitude scale of the x-axis. Use the slider bar to change the y-axis maximum. Each RSAM subnet can be configured separately.
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Module:SSAM

When fully configured the SSAM display will look something like the following:
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When first initialize however it is unlikely to have any stations included. The process for adding stations is similar to that for the RSAM module. As in RSAM most of the menu options of interest are under the Settings pull down menu

Settings
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Settings>SSAM subnets

Allows the administrator to add stations to be displayed. The process is identical to adding stations to the RSAM module described above.


Settings>Store data/Display only

These two menu options allows the administrator to turn data storage to disk off or on in case this instance of SSAM is being used only for realtime display.


Settings>Rings

This gives access to an important set of sub-menus which allow the administrator to set rings to monitor, watch logos, installation and module ID, and heartbeat specifications.
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Settings>Rings>Edit Active Rings
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Use this dialog to select the ring to which SSAM will attach and what messages it will monitor. If no ring name is displayed use the Add button to select one from the list. If the correct ring name is shown highlight it and push the Edit Watch Logos to make sure SSAM is monitoring the correct messages.

Settings>Rings>Edit Active Rings> Edit Watch Logos

Use this option to set the messages logos SSAM will monitor. 
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Shown above is an appropriate setting for SSAM Watch logos at the INST_CVO installation. Modify the watch logo to match your installation id. It is advisable to keep the Module and Message types as shown above although a more relaxed discriminators would also work (wildcards). 

Settings>Rings>My Identity

Use this option to set the installation module id for this instance of SSAM. This can also be set by direct editing of the ssam.ini file. 
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Note this is the same interface that all the Glowworm modules use to set their installation and module ID’s . The pull down lists are generated from the contents of the earthworm.d file. 

Settings>Rings>Ring Heartbeat

Use this dialog to set to what ring and how often SSAM will beat its heart. 
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Settings>Rings>Input Ring, Output Ring

Use these two dialogs to set from what ring SSAM will get its input and to what wring it will write. The output ring is unimportant as SSAM has no meaningful output. 

Setting SSAM Display options

Double clicking within the SSAM display  brings up the dialog to set the display characteristics of  each SSAM subnet.
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The slide bar at the top sets the y-axis maximum. There are three radio button selections to set the frequency range for the x-axis range of the selected subnet.

Setting Glowworm for Automatic operation

On Windows operating systems the problem is two fold, to get an appropriate user to log in automatically on system startup, and to start the glowworm software automatically when that user logs in. The first is accomplished by adding some values to the Windows registry using a registry editor (regedt32). The other is done by creating a batch file that sets the Earthworm environment and calls startstop. A copy of that batch file is then placed in the startup folder for that user. 

Another possible concern is in the BIOS setup for the machine in question. Some machines have configurable parameters in their BIOS that sets the behavior of the machine when the power is interrupted. Check these parameters at bootup to make sure your machine will restart correctly when there is a power failure. Another useful idea is to buy a fairly large UPS to avoid the problem as much as possible. 

Before setting the machine to autologin it is a good idea to establish a userid that will be responsible for running the Glowworm system. It is recommended that you not use Administrator or any other default system users. We generally establish a user “glowworm” with administrator privileges. 

Autologon on Windows 200 Professional and XP:

You can configure Windows 2000 Professional and XP to automate the logon process if your computer is not part of a domain.
1. Click Start, click Run, and type control userpasswords2.

2. Clear the “Users must enter a username and password to use this computer” check box.

3. Click Apply.

4. Enter the user name and password you wish to automatically log on with, and then click OK.

5. Click OK again and you're all done.

This feature allows other users to start your computer and use the account that you establish to automatically log on. Enabling auto logon makes your computer more convenient to use, but can pose a security risk.

Autologon with Windows NT and Windows 2000 Server:

Under NT and Windows 2000 Server one must directly edit and/or add several values in the Windows registry to allow automated logon on system startup.The regedt32 utility (supplied with Windows NT, 2000, and XP) can be used for this purpose. Note that careless use of this utility can lead to severe, sometimes unrecoverable system problems. If you adhere to the following directions, however, you should have no such problems. 

To start regedt32:


start menu > run 


type “regedt32” in the dialog

Once regedt32 running you will need to navigate to the following registry key:

HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\WindowsNT\CurrentVersion\Winlogon

You are looking for the existence and/or details of the following values


AutoAdminLogon


DefaultUserName


DefaultPassword
If any of the above parameters do not exist use the Add Value option under the Edit menu to add them. You can modify existing values by double clicking on them and modifying the entries in the resulting dialogs. 

When done the following values should be set

	Value
	Type
	Setting

	
	
	

	AutoAdminLogon
	REG_SZ
	1

	DefaultUserName
	REG_SZ
	glowworm (or some other user of your choice)

	DefaultPassword
	REG_SZ
	password (use something appropriate)


NOTE: If no DefaultPassword string is specified, Windows automatically changes the value of the AutoAdminLogon key from 1 (true) to 0 (false). This disables the AutoAdminLogon feature. This behavior also occurs if the DefaultPassword string is specified but the password is left blank or null.

After modifying the registry values as shown above restart the machine to test if the autologon is configured properly. 

After getting the machine to autologon the Glowworm user it’s a relatively simple matter to get the Glowworm software to startup on login. You’ll need to create a shell command (batch file) containing the commands to start the software and place a copy of that file in the startup folder of the Glowworm user. An example startup script for Glowworm is shown below:

@rem Get to the Earthworm params directory

c:

cd c:\Earthworm\run_CVO\params 
@rem Set the environment here

Call ew_nt.cmd

@rem Wait 10 seconds in case the machine is rebooting and we are 

@rem auto-starting earthworm. It is possible for earthworm to try and @rem boot before all the device drivers have beenloaded. Note that @rem “Wait” is a Glowworm utility not available in normal Windows @rem scripting. It won’t be available until Glowworm is installed and @rem a path to the Glowworm binaries made available in ew_nt.cmd

Wait 10

@rem Run earthworm.  It is common to rename StartStop_nt.d to a 

@rem locality-specific name  avoid confusion with different setups.

@rem e.g. startstop start_Observatory.d

StartStop start_CVO.d

Test the function of the script by attempting to start Glowworm in it own command shell window. If the system starts properly make a shortcut to the script in the directory: 

C:\Documents and Settings\user_name\Start Menu\Programs\Startup

Where user_name is the name of the user that will be running Glowworm (often “glowworm”). Alternatively you could subsitute “all users” for user_name in which case any login will start the Glowworm software. Also for ease of testing it is useful to make a shortcut to the startup script on the desktop.

Note: It is critical that names of the shortcuts on the desktop and in the startup folder be changed to match the command line that actually starts the startstop module. In the example given above you want the shortcut to be named startstop start_cvo.d. If this is not done several functions of the glowworm package will not operate correctly. 

COMMON CONFIUGRATION ERRORS: 

* Module ID: 

A module will terminate because it was given a "Module Id" in its configuration file which is not defined in or doesn’t exactly match the entry in "earthworm.d". 

* Port Numbers: 

Strange behavior can occur if several modules are using the same port number. The simplest solution is to assign unique port numbers within an installation. 

*IP Address

At the heart of the data flow in an Earthworm is the waveserver. For its proper function as well as other module’s make sure the IP addresses match the machine on which they are running. If the machine is not connected to a network use the local loopback adapter address (127.0.0.1)

* Ring Name: 

A problem of a module not functioning is that it has been configured to listen to the wrong ring, or that the module which is to be supplying the input messages is putting them on some other ring. 

*Message logos

A common cause of an otherwise properly functioning module not delivering proper output is a misconfiguration of the message logos it is reading. 

DEBUGGING TOOLS AND HINTS: 

Installing Earthworm/Glowworm for the first time can be a frustrating exercise. There are many configuration details that need to be gotten exactly right for the system to function.  There are a few guidelines in the following section but remember there is no subsitute for experience. The most common experience is that a module fails to start or misbehaves/dies after startup. The way a module dies is often indicative of the underlying problem. 

Did it start at all?

When a module fails to start at all it is usually a path problem or a naming problem in the startstop configuration file. If startstop is unable to find a path to the requested binary it puts diagnostice error messages up in its console window. Check for naming problems in the initialization line, spelling or other errors in the ew_nt.cmd file. Also check that the binary is actually present in the Earthworm or Glowworm binary directories. 

Did it die immediately after being started? 

A module dying immediately (a few seconds) after initialization usually indicates a fundamental problem in that module’s configuration file. Check to make sure the module ID, Ring Id, Installation ID, etc. are spelled correctly and correspond to an entry in the earthworm.d file. 

Did it run normally for a while and then die?

This is most likely a path problem in the configuration file or a privilege problem. Many modules that write to disk intermittently will start normally and appear to be functioning until the time comes to access the directory where they are to save files. If that directory doesn’t exist or the module can’t write there for some reason such as a lack of permission or free space the module will die. Usually there is a diagnostic error message stored in the module’s log file. 

Using the startstop console:

In the startstop configuration file (startstop_nt.d), each module which is to be run has a "NewConsole" / "NoNewConsole" specification. This determines whether the module's standard output is written to its own command window or into the window used to start the system. How you balance between having many command shells open or having many modules writing into the startstop window is personal decision. There are many modules that have little to say in normal times and can conveniently be configured to write their output into the startstop window. Other modules are incessantly chatty and should have their output routed to their own windows.For initial testing, we recommend you start with all modules set to "NoNewConsole".  In most cases when there is a configuration mistake that prevents proper initialization of a module, a new console window will disappear nearly instantaneously, taking with it all the useful debugging information. Using the NoNewConsole setting allows the module to write important information in the Startstop window, preserving it long enough to be of use. After the module is configured and is functioning properly you may wish to change to the NewConsole window setting to avoid cluttering the Startstop console with many extraneous messages.

Using the log files:

As mentioned above, Earthworm includes a logging scheme in which each module can produce a log file in the /Earthworm/run_instance/log directory. When a module has identity information to create a log file, it will do so, creating a new log file at midnight. These log files are the primary method for analyzing system malfunctions after initial setup is accomplished. Note that under NT, a log file that is in use cannot be edited. One solution is to copy the current log file to a scratch file, and then look at that scratch file with an editor. 

Killing “rogue” modules”

Another possible problem during initial configuration is that a configuration file error may cause "startstop" to exit. Another possible problem is if a user inadvertently closes the startstop module by closing the shell screen that contains it.  Since "startstop" is responsible for terminating any modules that may be running, this can leave rogue modules running, which will cause chaos when the system is re-started again. To clean up such 'wild' modules, either terminate them via the Windows Task Manager, or simply reboot the machine. 

Sniffring:

It is often useful to have direct confirmation of what (if any) messages are appearing in a given message ring. "sniffring" is a useful debugging program which will show a summary of all messages being broadcast into a specified ring. To run this program, open a command window, execute the currently used "ew_nt.cmd" file (to set the proper environment), and then enter the command "sniffring RING_NAME", where RING_NAME is the name of the ring you wish to examine. The program will display the lengths, shipping labels, and summaries of various messages. 

Sniffwave:

Often, there are many messages in a ring, and one wishes to know if trace data from a specified channel is flowing through that ring. The program "sniffwave" is similar to "sniffring" above, but in addition takes as command line arguments the "Station" "Component" and "Network" name of the channel to be displayed. 

Using the Worm Manager:

Worm manager has several functions built in that are of use in configuring and troubleshooting an installation. 

· Editing configuration files and restarting on the fly



The worm manager allows an administrator to edit configuration files of running modules and then restart only the affected module.  

· Realtime monitoring of ring contents

Using the Active Rings tab on the worm manager one can monitor the messages contained in the ring and being received in real time. 

WormManager>Active Rings
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WormManager>Active Rings>Activity
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· Properties

The properties information dialog is often a quick way to determine startup problems. To use it highlight the module in the under the active modules tab of the worm manager interface and then push the properties button
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The properties detail can give a lot of information about the setup in the configuration file but also shows what messages the module is sending out. This can be very useful in sorting out watch logo problems. 

· Backup of ini and .d files

Although not specifically related to troubleshooting the wormmanager automatically backs up old configuration files into a directory:


$EW_HOME\$RUN_INSTANCE\OldParams


Where: 



$EW_HOME 

is the Earthworm root 







(e.g. c:\earthworm)



$RUN_INSTANCE 
is the runtime directory where the params and logs for this instance are kept (e.g. $EW_HOME\run_cvo)

Backup can also be triggered manually by pushing the “Backup ini’s” button on the main worm manager interface. The main utility in the auto and user-initiated ini backup is that it allows one to easily return to a previously working setup. 
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